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ABSTRACT
LED-to-camera communication allows LEDs deployed
for illumination purposes to modulate and transmit data
which can be received by camera sensors available in
mobile devices like smartphones, wearable smart-glasses
etc. Such communication has a unique property that a
user can visually identify a transmitter (i.e. LED) and
speci�cally receive information from the transmitter. It
can support a variety of novel applications such as aug-
mented reality through mobile devices, navigation using
smart signs, �ne-grained location speci�c advertisement
etc. However, the achievable data rate in current LED-
to-camera communication techniques remains very low
(� 12 bytes per second) to support any practical appli-
cation. In this paper, we presentColorBars, an LED-to-
camera communication system that utilizes Color Shift
Keying (CSK) to modulate data using di�erent colors
transmitted by the LED. It exploits the increasing pop-
ularity of Tri-LEDs (RGB) that can emit a wide range
of colors. We show that commodity cameras can e�-
ciently and accurately demodulate the color symbols.
ColorBarsensures 
icker-free and reliable communica-
tion even in the presence of inter-frame loss and diver-
sity of rolling shutter cameras. We implementColorBars
on embedded platform and evaluate it with Android and
iOS smartphones as receivers. Our evaluation shows
that ColorBarscan achieve a data rate of 5.2 Kbps on
Nexus 5 and 2.5 Kbps on iPhone 5S, which is signi�-
cantly higher than previous approaches. It is also shown
that lower CSK modulations (e.g. 4 and 8 CSK) pro-
vide extremely low symbol error rates (< 10� 3), mak-
ing them a desirable choice for reliable LED-to-camera
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1. INTRODUCTION
Increasing adoption of LEDs for common lighting ap-

plications in indoor environment has provided a unique
opportunity to utilize them for Visible Light Commu-
nication (VLC). In VLC, information can be transmit-
ted by the LEDs using di�erent modulation techniques,
and can be received by either a high-speed photodiode
or a camera sensor commonly available in today's mo-
bile devices. The LED-to-camera communication holds
special importance because it enables any mobile device
(smartphone, tablet, wearables like smart-glasses etc.)
with a camera to receive the information transmitted by
the LED. One major advantage of LED-to-camera com-
munication is that it allows a user to visually locate
a transmitter (i.e. LED) and receive the information
speci�cally transmitted by that transmitter. This asso-
ciation of the transmitter identity and the transmitted
information has a huge potential to create many novel
applications such as augmented reality through cameras
of mobile devices, �ne-grained location speci�c services
such as advertisements and navigation etc. For exam-
ple, in a retail store, a consumer can visualize an LED
on top of a merchandise rack through her smartphone
or smartglasses, and receive detailed information about
the products on the rack including advertisements, pro-
motions etc. In augmented reality applications, for ex-
ample, the LED lights in an o�ce can broadcast the

oor map and directions to a speci�c room.

The visual association property of LED-to-camera
communication is di�cult to achieve using Radio Fre-



quency (RF) or Near Field Communication (NFC). Since
data can be received from multiple transmitters in RF
communication, it is di�cult to associate the data to
a visually identi�able transmitter. The communica-
tion range of NFC is much shorter compared to VLC
making it unsuitable for such applications. The LED-
to-camera communication has great potential, however,
low achievable data rate remains one of its biggest lim-
itations. In recent works such as [1] and [2], the achiev-
able data rate of LED-to-camera link is shown to be no
more than 11.32 and 1.25 bytes per second respectively.
Although such data rate might be enough for transmit-
ting identi�cation codes etc., it is certainly not su�cient
for most of the practical applications such as advertise-
ments and augmented reality which require transfer of
small images and textual content. The rolling shutter
phenomenon of the camera which allows it to receive
the data transmitted by LEDs also imposes limits on
the type of modulation that can be used by the LEDs,
resulting in low link data rates.

In this paper, we present ColorBars, a system that
is designed to improve the data rate of LED-to-camera
communication. ColorBarsutilizes Color Shift Keying
(CSK) for modulating the data where LED transmits
di�erent data symbols by emitting light of di�erent col-
ors. It exploits the increasing popularity of tri-LED
lights which use three separate red, green and blue LEDs
to produce white light. The advantage of the tri-LED
is that it allows the generation of a large number of col-
ors by varying the RGB intensity. We show that such
color-based modulation of data is perfectly suitable for
today's mobile devices given that their cameras can eas-
ily capture a large variety of colors, making it feasible to
use higher CSK modulation schemes. The use of CSK
reduces the symbol duration signi�cantly in compari-
son with Frequency Shift Keying (FSK) based schemes.
The shorter symbol duration along with feasibility of
higher CSK modulations result in improved data rate
in ColorBars.

Although CSK is well-suited for LED-to-camera com-
munication, there are three main challenges in design
of ColorBars. First, since the LEDs serve a dual pur-
pose of illumination and communication, it is necessary
that the color-based modulation does not impact the
human perceivable color of the LED. ColorBarselimi-
nates the color 
icker problem by adding illumination
symbols of white light such that perceived light in the
critical duration of human eye remains white. Second,
current rolling shutter cameras su�er from inter-frame
gap where symbols transmitted during the gap are lost.
Given shorter symbol duration of ColorBars, this can
result in loss of a large number of symbols. We show
how error correction coding and packetization can be
used to recover the symbols lost due to the inter-frame
gap. Third, in order for ColorBarsto support commod-

ity camera devices as receivers, it is necessary to ad-
dress the diversity of the design of their camera sen-
sors. Speci�cally, di�erent camera sensors interpret the
same transmitted color symbol di�erently due to di�er-
ences in the type of color �lter, its manufacturer and
arrangement. To address this issue,ColorBarsproposes
to use a calibration process with the use of additional
management packets sent out by the LED transmitter.

We implement ColorBarson BeagleBone Black em-
bedded platform and tri-LEDs as the transmitter mod-
ule. We develop an Android application that imple-
ments all receiver functionality and evaluate the system
using a Nexus 5 smartphone. We also evaluateColorBars
using iPhone 5S as the receiver. Our implementation
con�rms that ColorBarscan enable reliable and 
icker-
free LED-to-camera communication at a higher data
rate.

The contributions of our paper can be summarized as
follows -

(1) This paper shows that modulating data using dif-
ferent color symbols - Color Shift Keying (CSK) - with
the use of tri-LED is a feasible and well-suited tech-
nique for LED-to-camera communication. Due to the
ability of commodity cameras to detect a wide range of
colors, it is possible to use higher constellations with
CSK. This along with shorter symbol duration provides
higher data rates compared to previously studied mod-
ulation approaches like FSK.

(2) We design ColorBars, an LED-to-camera commu-
nication system which addresses many challenges that
arise when utilizing CSK modulation. ColorBarsensures
color 
icker-free operation of the LED where transmit-
ted color symbols do not change LED's human perceiv-
able color for consistent white illumination. It shows
how error correction codes and packetization can be
used to provide reliable communication in the presence
of data loss due to inter-frame gap. ColorBars is de-
signed to support commodity cameras available on mo-
bile devices as receivers. It addresses the design diver-
sity in the camera sensors with the use of transmitter-
assisted calibration to reduce demodulation errors.

(3) We implement ColorBarson embedded board with
tri-LEDs and evaluate it using Android and iOS smart-
phones. Our evaluation shows thatColorBarscan achieve
a data rate of 5.2 Kbps on Nexus 5 and 2.4 Kbps on
iPhone 5S which is signi�cantly higher than previous
approaches (11.32 and 1.25 bytes per second in [1] and
[2] respectively). We also show thatColorBars, when us-
ing lower CSK schemes (i.e. 4 and 8 CSK), can achieve
moderate to high data rate along with extremely low
symbol error rate (< 10� 3) which can provide reliable
LED-to-camera communication.

The remainder of the paper is organized as follows.
In Section 2, we provide the necessary background. Sec-
tion 3 details various challenges that arise in using CSK



(a) The Rolling Shutter Phenomenon (b) Received Camera Frame for OOK, FSK and
CSK
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(d) CIE 1931 Color Space (diagram
reproduced from [3]
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Figure 1: The rolling shutter e�ect, di�erent modulations as recei ved by camera, and CSK constellation design

for LED-to-camera communication and provides an overview
of our system. Section 4 shows howColorBarselimi-
nates the color 
icker problem. Section 5 and 6 out-
line the use of error correction codes for inter-frame
loss and transmitter-assisted calibration process respec-
tively. Section 7 describes the demodulation procedure
and Section 8 evaluates our system. Section 9 discusses
the related work and we conclude in Section 10 with
discussion on open challenges.

2. BACKGROUND
In this section, we �rst provide a primer on camera

sensor's rolling shutter e�ect and then discuss how CSK
can overcome the limitations of current low-throughput
modulation schemes.

2.1 Rolling Shutter, OOK and FSK
Rolling Shutter: The CMOS (Complementary Metal-

Oxide Semiconductor) image sensor (or camera), most
commonly used in today's smartphones, tablets, lap-
tops and other mobile devices, exhibit a phenomenon
referred as rolling shutter. The image sensor consists
of a matrix of photodiodes where each photodiode con-
verts the incident photons to voltage. This voltage is
then used to obtain the pixel value of the image frame.
In order to reduce the overhead of caching, design com-
plexity, power consumption and cost, the rolling shutter
image sensors expose only one scanline of photodiodes

at a time and read the output. This scanning of pho-
todiodes, one scanline after another in sequence, is re-
ferred as the rolling shutter e�ect. Once all the scanlines
of the matrix are read, their output are concatenated to
produce an image. Fig. 1(a) shows an LED that alter-
nates between ON and OFF states, and correspondingly
how a camera produces an image frame with alternat-
ing bands of pixels with bright and dark shades due to
the rolling shutter e�ect.

On-O� Keying (OOK): The rolling shutter phe-
nomenon enables communication between an LED and
a camera where multiple data symbols can be trans-
ferred within one camera frame. In OOK modulation,
LED ON and OFF states are used to communicate 1
and 0 respectively (Fig. 1(b)). Because OOK only uti-
lizes LED's white light, it is less robust to ambient light
noise. OOK can also produce human perceivable LED

ickering in the case of long runs 0s or 1s in the trans-
mission data.

Frequency Shift Keying (FSK): To address the
limitations of OOK, [2] and [1] have proposed to used
FSK where di�erent symbols consist of many ON-OFF
bands at di�erent frequencies. Fig. 1(b) shows a frame
with two FSK symbols. FSK reduces the demodulation
error due to longer symbol duration and multiple ON-
OFF bands in each symbol. FSK has shown to provide
a throughput of 11.32 and 1.25 bytes per second in [1]
and [2] respectively.



2.2 Color Shift Keying (CSK)
To overcome the limitations of low achievable through-

put, we propose to use CSK modulation for LED-to-
camera communication in this paper. CSK was origi-
nally proposed by IEEE 802.15.7 standard [4] for visible
light communication.

CSK exploits the design of many current commercial
LED luminaires which use three separate (red, green
and blue) LEDs to generate white light in place of the
traditional phosphorescent white LED. With three LEDs,
such luminaires can be con�gured to provide a variety
of colors using R, G and B mixture. CSK modulates the
signal by modifying the intensity of the three colors. It
utilizes color space chromaticity diagram as de�ned by
CIE 1931 [5]. The diagram maps all colors that are per-
ceivable by human eye to two chromaticity parameters
- x and y - as shown in Fig. 1(d). Depending on the
operating frequency of the red, green and blue LEDs
of the source, a constellation triangle can be formed
within the color space. The constellation symbols are
then chosen inside the triangle such that inter-symbol
distance is maximized for reduced inter-symbol interfer-
ence. Figs. 1(e) and 1(f) show the constellation symbols
for 8 and 16 CSK respectively as provided by the IEEE
802.15.7 standard.

Pulse Width Modulation: The LED transmitter
varies the intensity of the three LEDs to produce a de-
sired color symbol. Pulse Width Modulation (PWM) is
used to vary the intensity of LED's emitted color. PWM
is a technique to use the digital signals to control the
power supplied to electrical devices such as the LEDs,
motors etc. The digital signal could switch between on
(full voltage) and o� (no voltage). The percentage duty
cycle describes the percentage of the time the digital sig-
nal is on over a period of time. In the case of an LED,
di�erent duty cycles result in a steady voltage between
0 and full, allowing us to control the brightness of the
LED. If we use three PWM signals to control the inner
red, green and blue LEDs of one tri-LED with di�erent
duty circles respectively, the tri-LED will generate an
accumulated color.

On the receiver side, the image sensor receives the
color symbols in the form of di�erent color bands in a
frame as shown in Fig. 1(c). The receiver can map the
received color to reference symbol's color for demodu-
lation. When a higher CSK modulation is chosen, each
symbol can represent many bits. This can increase the
data rate compared to FSK where multiple bands have
to be used for one symbol. Depending on the receiver
hardware and how many colors the image sensor can
capture, higher CSK modulations can be implemented
to dramatically improve the data rate. This paper iden-
ti�es and addresses the major challenges involved in us-
ing CSK with rolling shutter camera receivers.

3. OVERVIEW OF COLORBARS
In this section, we �rst identify the design challenges

and then provide an overview of ourColorBarssystem.

3.1 Design Challenges
When CSK is used for LED-to-camera communica-

tion, there are three major challenges -
(1) Color Flicker: It is necessary that when an LED

is used for data communication, it continues to serve its
primary purpose of illuminating the indoor space. Dif-
ferent from OOK or FSK which utilizes only white light
during the ON period, if the data symbols are transmit-
ted in the form of di�erent color light, the color changes
can be perceived by the human eye. Such non-white
illumination is undesirable as it changes the rendered
colors of surrounding objects, causing a great discom-
fort to users. Apart from this, fast, human perceivable,
changes in color is known to have a detrimental physio-
logical e�ects on humans [6]. Hence, it is required that
in ColorBars, even when the color symbols are trans-
mitted, the human perceivable color of illumination re-
mains white.

(2) Inter-frame Data Loss: The commodity cam-
eras available in commonly used mobile devices such as
smartphones cannot continuously capture image frames.
They require a certain amount of time to process the
captured frame as shown in Fig. 2(a). The symbols
transmitted by the LED during this inter-frame gap are
not received by the camera. In the absence of any up-
link communication from the camera to the LED, it
is necessary to design techniques that can recover the
symbols to ensure a reliable communication.

(3) Receiver Diversity: When supporting com-
modity cameras as receivers, it is necessary to take into
account the diversity of these cameras in terms of their
color �lters, their type and arrangement. Due to the di-
versity, the same transmitted color symbol can be per-
ceived di�erently by di�erent cameras. It is essential
to design a mechanism by which these di�erences are
minimized to reduce the demodulation errors.

3.2 System Overview

We now provide a brief overview of our system. The
block diagram of various modules ofColorBarssystem is
shown in Fig. 2(b). On the transmitter side, the input
data bit stream is divided into blocks of bits and error
correction coding is applied on each block. ColorBars
uses Reed-Solomon encoding to deal with the data loss
due to inter-frame gap and inter-symbol interference er-
rors. The blocks of data and parity bits are then used
to form packets where a header and a packet delim-
iter are added to each packet. The encoded bits of the
packets are then modulated into a stream of symbols
using CSK modulation. For example, when 8CSK is



(a) Data loss incurred by inter-frame gap (b) ColorBarsSystem Block Diagram

Figure 2: (a) Inter-frame gap of camera sensor and (b)ColorBarssystem block diagram

used, the bits are split into pieces of 3-bits and each
of the piece is mapped to a color symbol according to
the CSK constellation design. At this point, additional
white light symbols are added to the data symbols in
order to guarantee 
icker-free operation of the LED.
The symbols are transmitted by the tri-LED which is
controlled by a PWM module. The PWM controller
generates three separate pulse signals to control the in-
tensity of red, green and blue LEDs in order to produce
a speci�c color.

The ColorBarsreceiver (camera sensor) captures the
symbols transmitted by the tri-LED transmitter in im-
age frames. An image frame contains bands of dif-
ferent colors each representing a transmitted symbol.
Each of the captured image is �rst converted from RGB
color space to CIELab color space to reduce the im-
pact of nonuniformly distributed brightness. To re-
duce the computational overhead of image processing
on resource-constrained smartphones, each image is re-
duced to a single dimension during symbol detection
phase. The symbols are identi�ed using color matching
process and demodulated using the constellation design.
The delimiter sequences are used to form packets. At
the end, Reed Solomon decoder is used on the bits of
the packets to recover the errors due to inter-frame gap
and inter-symbol interference.

Note that when utilizing a high-speed high-gain pho-
todiode as a receiver, the achievable data rate is known
to be much higher (refer to [7{9] for survey). However,
in this work, we are only interested in using rolling shut-
ter cameras as receivers due to their availability in most
commonly used mobile devices. Also, minimizing inter-
symbol interference in the CSK constellation design has
been studied in [10,11] with respect to high-speed pho-
todiode receivers. However, designing such optimiza-
tion for rolling shutter cameras is beyond the scope of
this paper. For this work, we adopt the CSK constella-
tion designs provided by the IEEE 802.15.7 standard.

4. AVOIDING COLOR FLICKER
In this section, we discuss howColorBarsaddresses

the color 
icker problem. Our eyes can perceive the sur-
rounding objects through the images projected onto the
retina. As the brain needs a certain amount of time to
\process" the received images, our visual system cannot
respond to the immediate change of stimuli, resulting in
a delay in observing change in luminance or color. If the
intermittent stimuli is presented below a speci�c rate,
our visual system can perceive the changes (an e�ect
referred as
icker ). Above the rate at which the 
icker
e�ect ceases is called the
icker fusion threshold [12].

To perceive the surrounding objects, our eyes experi-
ence a process calledtemporal summation. During the
temporal summation, the eye will accumulate the in-
coming photons for a period of time until it saturates.
This time period is referred as thecritical duration . Ac-
cording to Bloch's law of vision [13],

	 = I � t; (t � tc) (1)

where I is the intensity of stimulus (LED in our case)
and tc is the critical duration, the perceived intensity 	
is a linear function of the duration t. Once the threshold
is reached, additional stimuli light will not change the
perception of the visual system.

The perception of the color is the average of the tem-
poral summation during the critical duration. Accord-
ing to the Bloch's law, the perceived color ( ) is

 =

R
I r (t)dt +

R
I g(t)dt +

R
I r (t)dt

t
(2)

whereI r (t); I g(t); I b(t) are the intensity functions of red,
green and blue light respectively. This is further demon-
strated with an example in Fig. 3(a). Here, a tri-LED
emits pure red, green and blue lightin a sequenceat
very high frequency. Given that the three lights are
emitted with the same proportion, the human eye will
perceive a white light due to temporal summation within
the critical duration.



(a) Average color perceived by
the eye in critical duration
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Figure 3: Relationship between CSK symbol frequency and color perceived by human eye

Note that in our CSK constellation design, the sym-
bols are equally spread within the R, G and B areas
of the constellation triangle (Figs. 1(d), 1(e) and 1(f)).
This means that irrespective of which CSK modula-
tion is chosen, when these symbols are transmitted in
equal proportion within the critical duration, they can
in fact provide white light. However, the challenge with
ColorBars is that the symbols within one critical du-
ration might not provide an average white light per-
ception. This is because, depending on the data, any
random symbols can be chosen for transmission and it
is possible that the combined e�ect of symbols might
create a color o�set that is visible to the users.

To address this issue,ColorBarsinserts dedicated illu-
mination symbols of white light. When su�cient num-
ber of periodic illumination symbols are inserted, the
perception of white light can be guaranteed. Since the
illumination symbols do not serve any purpose for com-
munication, it is desirable to reduce their proportion
to increase the achievable data rate. We empirically
derive how many white light symbols are necessary to
guarantee white light perception for di�erent symbol
frequency. We perform an experiment where we in-
crease the symbol frequency from 500 Hz to 5000 Hz
and each symbol is a randomly chosen color from the
constellation triangle. We vary the percentage of white
light symbols, and ask 10 volunteers to observe the LED
light for color 
icker for all combinations of symbol fre-
quencies and percentage white light. Fig. 3(b) shows
the minimum (as observed by the 10 volunteers) per-
centage of white light necessary to eliminate any e�ect
of color 
icker.

From Fig. 3(b), it is interesting to note that as the
symbol frequency increases, the percentage of white light
necessary decreases. This is because, at a higher symbol
frequency, it is more likely that the symbols in each crit-
ical duration are more uniformly distributed within the
constellation triangle, resulting in a combined e�ect of
white light. At lower symbol frequencies, longer symbol

duration might create a color o�set from the white light,
requiring more white light symbols for illumination ad-
justment. This result shows that operating an LED at
higher symbol frequency is better for two reasons: (i)
as the symbol frequency increases, the achievable data
rate increases and (ii) at a higher symbol frequency,
fewer white light symbols are necessary for illumination
which in turn also increases the data rate as more data
symbols can be transmitted within a unit time. We
use the results of Fig. 3(b) to determine the necessary
percentage of white light in the rest of the work.

Although higher symbol rate is desirable for higher
data rate, there are two limiting factors - (1) the hard-
ware limitations of the transmitter, such as the compu-
tational capacity of controller, the maximum frequency
of LED etc.; (2) the limitation of receiver's hardware
and the data processing algorithm. With the use of
rolling shutter cameras as receivers, the second factor
imposes a major limitation on LED's symbol frequency.
As the symbol frequency increases, the size of the sym-
bol received (width of the color band in the frame) by
the camera decreases (see Fig. 3(c)). Once the width
falls below a speci�c value, it becomes extremely dif-
�cult to correctly demodulate the symbol. From our
experiments, we empirically �nd that minimum width
of the band should be 10 pixels to avoid any symbol
detection error.

5. INTER-FRAME DATA LOSS
As we mentioned before, since a camera requires a

certain amount of time to process the each captured
frame, there exists a time gap between the two consec-
utive frames when the information transmitted by the
LED is lost. We refer to this as inter-frame data loss.
In this section, we show how we can use error-correction
coding and packetization to ensure reliable data trans-
fer.

Error Correction Coding: The inter-frame data
loss can be recovered using an error correction coding



scheme. To apply an error correction coding, ColorBars
�rst divides the bitstream into blocks of k bits. Due
to unidirectional communication from LED to camera
and unsynchronization between the two, the inter-frame
data loss can occur at any part of the block ofk bits. To
handle such error characteristics, ColorBars uses Reed-
Solomon (RS) codes for error correction. RS codes are
block-based error correction codes that are widely used
in wired and wireless communication as well as the stor-
age systems. InRS(n; k) coding, a codeword ofn bits
is generated by addingn � k parity bits to k data bits.
Such an RS encoding can detect errors in up to 2t bits
and can correct up to t bits where 2t = n � k. RS codes
are especially suitable forColorBarsas it can detect and
correct bit errors anywhere within the codeword of n
bits.

It is noted that the computational overhead of encod-
ing and decoding increases sharply [14] ask increases.
In ColorBars, the size ofk and n should depend on the
inter-frame gap of the receiver. Let us say that for a
symbol rate of S symbols per second (sym./sec.), the
inter-frame loss ratio is l and the frame rate is F . The
inter-frame loss ratio is the ratio of size of inter-frame
gap to the total size of a frame and an inter-frame gap.
Hence, the number of symbols received in one frame by
the receiver is FS = (1 � l ) � S=F. This is shown in
Fig. 2(a). The additional illumination symbols of white
light are added with illumination ratio of � S . The il-
lumination ratio is the ratio of number of useful data
symbols to total number of data and white light sym-
bols. Also, let us say that for the given CSK scheme
in use, the size of the symbol isC bits. This way, the
number of symbols lost between two consecutive frames
is L S = l � S=F, and the total number of data bits lost
is � S � C � L S .

We can get the size of codewordn = � S �C �(FS + L S ).
In order for recovering these bits, the RS coding with
t = � S � C � L S should be used, which means the par-
ity size should be 2t = 2 � S � C � L S . Hence, ColorBars
choosesk = n � 2t = � S � C � (FS � L S ). For example, if
there are 150 bands within one receiver frame (FS = 150
symbols) and the number of lost bands is 30 (the loss
ratio is 1=6), the transmitter is using 8CSK (C = 3 bits)
and � S = 4=5 (20% illumination symbols), the size of
the message is calculated to be 36 bytes. This way, the
error correction coding used byColorBarscan be indi-
cated by RS(� SC(FS + L S ); � SC(FS � L S )). Note that
in ColorBars, the bitstream is �rst mapped to symbols
based on the chosen CSK modulation scheme, and the
\white" symbols are added afterwards to the encoded
symbols.

Packetization: The data and parity symbols along
with the illumination symbols are encapsulated in a
data packet. A header is attached to each of the packet
which includes the size of the packet. Note that if the

Figure 4: Data Packet Structure

size of the packet is too small, the entire packet can
be lost during the inter-frame gap and additional tech-
niques might be necessary to recover the packet. On the
other hand, if the packet is too large, even when only the
header of the packet is lost during the inter-frame gap,
the resultant data loss can be much larger. In this case,
a natural choice of size of the packetp = C(FS + L S )
which is the total size of a frame and inter-frame gap.

Since the receiver is required to perform decoding
and demodulation on each packet, it is necessary to
delimit each packet using a pre-de�ned delimiter se-
quence. ColorBarsuses \owo" sequence as delimiter be-
tween packets where \o" and \w" are LED OFF and
white light symbols respectively. During the OFF sym-
bol, the LED is turned o� to produce a dark symbol that
can be easily identi�ed and distinguished from other
data symbols. The symbol duration of the OFF symbol
is also chosen to be the same as other symbols based on
the symbol rate. The delimiter along with the packet
structure is illustrated in Fig. 4.

Apart from the packet delimiter, each packet is as-
signed a header which includes two �elds - (1) a 
ag
indicating that the packet is either a data packet or cal-
ibration packet (Section 6) and (2) size of the packet.
A data packet is indicated by a 
ag of sequence of �ve
symbols \owowo", while the size of the packet is indi-
cated using 3 data symbols. The size of the packet is
required in the header as it allows the receiver to de-
termine how many bits were lost in the inter-frame gap
and apply RS decoding accordingly. If either the de-
limiter or the packet header is lost inter-frame gap, the
packet is discarded.

6. RECEIVER DIVERSITY
One of the biggest challenges in utilizing color-based

modulation scheme is to address the diversity in cam-
era receivers. The camera image sensor used in di�erent
smartphones or other devices can vary signi�cantly in
their characteristics, especially, in how they capture dif-
ferent colors. For ColorBars, the di�erent color symbols



(a) The Bayer Color Filter (b) CIELab Color
Space

Figure 5: (a) Di�erent color �lters a�ect the color
perceived by camera, (b) Once image is converted to

CIELab, impact of brightness could be reduced.

broadcast by the LED transmitter should be correctly
demodulated by all the camera receivers. This requires
that each of the camera receivers is able to calibrate the
captured color and the true transmitted color with the
help from the transmitter. In this section, we �rst iden-
tify the issues that arise due to camera diversity and
how transmitter can enable receiver-side calibration for
improved demodulation.

6.1 Different Cameras, Different Symbols
An image sensor consists of a matrix of photodiodes.

Since a photodiode can only perceive the intensity of
the light and not the color itself, the images captured
using the sensor are grayscale images. In order to esti-
mate the colors in the image, each photodiode is cov-
ered with a color �lter. A commonly used color �lter
is Bayer �lter (shown in Fig. 5(a)). A Bayer �lter is
matrix of �lters with alternating rows of green-red and
green-blue �lters. The higher number of green �lters
is due to the fact that human eye is more sensitive to
the green color wavelength. Depending on the inten-
sity of di�erent colors after �ltering and demosaicing
procedure, the true color of the pixel is estimated in
the image. For di�erent image sensors, the color �l-
ters (technology and manufacturer), their arrangement
and the demosaicing procedure can be di�erent which
results in di�erent cameras estimating the same true
color di�erently.

Note that in ColorBars, the transmitter uses CIE color
space (Fig. 1(d)) as its basis for constellation design.
This is because it allows to choose a set of symbols
that are equally distributed among RGB wavelengths
and together can produce a white light (necessary for
illumination). However, the receiver can demodulate
the transmitted symbols using any color space that can
reduce the symbol error. A naive way of matching the
color of symbols is to use RGB color space and apply
a distance metric. Although it is intuitive, this method

has severe limitations in terms of removing brightness
from the received color. We will discuss in Section 7 that
the use of CIELab color space is better in demodulation
as it can distill symbol's color by removing most of the
e�ects of brightness.

ColorBarsuses CIELab color space for demodulation
on the receiver side. CIELab is a three channel color
space with one channel for lightnessL and two chan-
nels for colors (a and b). It was designed to overcome
the limitations of RGB space in which the distance be-
tween two colors does not always correspond to sepa-
ration perceived by the human eye. The CIELab color
space is shown in Fig. 5(b). Thea dimension spans
from green (� a) to red (+ a) and the b dimension spans
from blue (� b) to yellow (b). The vertical axis L cap-
tures the brightness by spanning from black to white.
After removing the lightness dimension, any color can
be represented byf a; bg as shown in Fig. 5(b).

Fig. 6(a) shows how 8 di�erent color symbols (8CSK)
transmitted by an LED transmitter are received by the
camera sensor of two di�erent smartphones (Nexus 5
and iPhone 5S). It can be observed that there is a no-
ticeable di�erence between how the same color is per-
ceived by two di�erent cameras. As we discussed, this
is attributed to di�erent color �lters used by the camera
sensors.

6.2 Same Camera, Different Symbols
There is another challenge introduced by the cam-

era sensor diversity issue. Because an image capture is
controlled by many di�erent parameters of the camera
sensor (e.g. exposure time, ISO etc.), the same symbol
when transmitted at a di�erent time can be received
di�erently by the same camera. The camera sensor in
most modern smart devices adjust the exposure time
and ISO automatically and dynamically depending on
the current ambient light conditions. This can lead to
signi�cant variation in received symbols spatially as well
as temporally. The exposure time is the length of the
time the camera shutter is open to allow light into the
photodiode matrix. Larger exposure time means that
each photodiode will have more time to accumulate pho-
tons until it saturates. ISO is a parameter that deter-
mines how many photons are enough to saturate the
photodiode. For a higher ISO, lesser number of photons
are needed to saturate the photodiodes. Fig. 6(b) and
Fig. 6(c) show how the same transmitted color symbol
(pure blue) can be perceived di�erently with di�erent
exposure time and ISO respectively.

Calibration Packet: ColorBarshandles the receiver
diversity issues with the use of dedicated management
packets called calibration packets. The calibration pack-
ets are sent out by the transmitter periodically. A cali-
bration packet includes a 
ag and all symbols of current
modulation scheme in a sequence (e.g. 8 symbols for



(a) Same color can be perceived
di�erently by di�erent cameras
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(c) E�ect of ISO on perceived color

Figure 6: Camera's perceived color can vary substantially due to variations in camera �lter and settings

8CSK). Similar to the data packets, the 
ag is used to
identify the calibration packets. We use \owowowo" se-
quence as the 
ag indicator for calibration packet where
\o" and \w" are LED OFF and white light symbols
respectively. The choice of OFF and white symbols
ensures that a receiver can infer an incoming calibra-
tion packet even before it has received the color se-
quence for calibration. Once a receiver receives a cal-
ibration packet, it stores each of the symbols and its
color for future matching. Since the calibration packets
are sent out periodically, the receivers can quickly adapt
to changing channel condition (i.e. ambient light) to
reduce the symbol demodulation error. A new receiver
joining the system can wait till the reception of the �rst
calibration packet to start demodulating the data.

7. DEMODULATION
The color symbols transmitted by an LED are re-

ceived by the image sensor which can demodulate them
to receive the data. The receiver captures a continuous
set of frames through video recording and then extracts
the symbols in each frame. It carries out the following
steps in order to demodulate the data from each frame.

Step 1 - Convert to CIELAB color space: Fig. 8(a)
shows a received frame to demonstrate the brightness
within the frame is not uniformly distributed. The cen-
ter of the frame is observed to be brighter compared to
the peripheral region. As we discussed before, the RGB
values vary considerably within a band due to the non-
uniform brightness. To address this,ColorBarsconverts
the received color to CIELAB color space and eliminates
the brightness dimension to distill the symbol color us-
ing f a; bg.

Step 2 - Preprocessing packets: In order to de-
crease the computational overhead of demodulation, the
receiver reduces a 2D frame containing the color bands
to a single dimension. Let P[i; j ] be the color of the
pixel at i th row and j th column of the frame, and let

M be the number of pixel rows in the image. Note
that P[i; j ] = f a; bg in the CIELab space without the
lightness dimension. We �rst calculate the mean color
of j th column by averaging the a and b of all M pix-
els in the column. The mean color of each column is
used as a way to reduce the frame to an array of pixels.
After this, any delimiters between the packets are de-
tected based on sequence matching. Once the packets
are split, the illumination symbols (white light) are also
removed. Note that detecting and distinguishing OFF
and white symbols is possible with very high accuracy.
Each packet is then marked as either a data or a cali-
bration packet using the 
ag information in the packet
header.

Step 3 - Decoding and demodulation: For the
calibration packets, the sequence of color symbols are
stored by the receiver along with the number of sym-
bols used by the CSK scheme. These symbols are used
as reference symbols for demodulating the symbols in
the data packets. We use �E [15] to measure the di�er-
ence between the colors of two pixels in CIELab color
space. � E is the euclidean distance between two colors
in the a; b-plane of the CIELab space. It is known that
the di�erence between two colors is noticeable when
� E � 2:3 [15]. We use 2:3 as the threshold to match
the color of a symbol to reference colors received in the
calibration packet.

For each data packet, the �rst essential information to
be decoded after demodulation is the size of the packet
available in the header. If the number of symbols re-
ceived in the packet matches the size mentioned in the
header, it means that the packet did not su�er any inter-
frame loss. In this case, the RS decoding �xes any sym-
bol error induced by color matching procedure. If the
number of received symbols are lesser than the header
size, the RS decoding recovers the data lost due to the
inter-frame gap. Recall that our RS encoding was de-
signed to ensure that the data can be recovered correctly
in the presence of inter-frame loss.



(a) Transmitter Com-
ponents

(b) Transmitter Circuit

Figure 7: LED transmitter platform

8. PERFORMANCE EVALUATION
Experiment Setup: The ColorBarstransmitter is

implemented using BeagleBone Black board [16]. Bea-
gleBone Black is a low-cost, open hardware embedded
development platform with 1 GHz processor and 512
MB of memory. The BeagleBone platform is especially
suitable for implementing ColorBarsas it provides su�-
cient number of PWM controls necessary for generating
di�erent colors through o�-the-shelf RGB tri-LED. It
has also been recently used for developing open-source
VLC testbed in [17]. We empirically �nd the maximum
frequency of color change supported by the BeagleBone
board to be less than 4500 Hz. Various components of
the transmitter are depicted in Fig. 7(a) and the circuit
diagram of the transmitter module is shown in Fig. 7(b).

The ColorBarsreceiver module is implemented on smart-
phones. In order to evaluate multiple commodity cam-
eras, we use Android (Nexus 5) and iOS (iPhone 5S)
smartphones. For the Nexus 5, we develop an Android
app that implements the functionality of ColorBarsre-
ceiver including decoding, image space conversion, sym-
bol detection, demodulation and error correction. We
use multiple threads to speed up the real-time decoding
process. In the implementation, one thread is used to
read frames from the camera and perform color space
conversion along with dimension reduction. The pre-
processed image is then added to a queue, from where
another thread receives the frames. This thread per-
forms the symbol detection, demodulation and error
correction. In the case of iPhone 5S, we capture the
video using the device and perform the decoding pro-
cedure o�ine. As the lumens of the tri-LED is low in
our experiments, the phone camera is kept close to the
LED (within 3cm).

We evaluate the ColorBarstransmitter and receiver
modules using three performance metrics - symbol error
rate, throughput and goodput.

(a) Brightness is non-
uniformly distributed
in received image
frames
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Figure 8: Impact of non-uniform brightness can be
reduced by conversion to CIELab space

Inter-frame Loss Ratio: We �rst measure the inter-
frame loss ratio of the two smartphone receivers. The
Nexus 5 camera sensor has a resolution of 2448� 3264
with 30 frames per second. The iPhone 5S camera has
a resolution of 1080� 1920 with 30 frames per second.
Note that we use the back camera of both the devices in
our experiments. In order to determine the inter-frame
loss ratio, the transmitter sends out symbols at di�erent
rates and the device cameras record the received sym-
bols. Table 1 shows the number of symbols received per
second for the two devices. Based on this, we can ob-
serve that iPhone 5S has a higher inter-frame loss ratio
(0.37) compared to Nexus 5 (0.23).

Color Space Conversion: The advantage of con-
verting the received frame from RGB color space to
CIELab space is to remove the majority of the e�ect
of brightness variation within the same color symbol.
Fig. 8(b) compares how well CIELab space can remove
the brightness variations compared to the RGB space.
For this, we choose a color symbol in the center of the
frame shown in Fig. 8(a), and calculate its mean color in
both spaces. We then calculate the variance of euclidean
distance from each pixel's color in the symbol column
to the mean color of the column to observe the varia-
tion from the mean due to brightness artifacts. CIELab
space observes much smaller variance due to removal of
most of the brightness e�ects compared to the RGB
space.

Symbol Error Rate: The evaluation of Symbol
Error Rate (SER) shows the demodulation errors ex-
perienced by the receivers due to the inter-symbol in-
terference. We measure the SER in CIELab space for
both Nexus 5 and iPhone 5S smartphones for di�erent
CSK schemes. To capture the e�ect of symbol frequency
(symbols per second), we vary it from 1000 Hz to 4000
Hz in the increments of 1000 Hz for each of the CSK
schemes. We do not modify the exposure time or ISO
settings in either of the cameras to allow it to adjust
these parameters automatically as it happens in most



Transmission Symbol Rate 1000 Hz 2000 Hz 3000 Hz 4000 Hz Avg. Inter-frame Loss Ratio

Nexus 5 772.84 1506.11 2352.65 3060.67 0.2312
iPhone 5S 640.55 1263.56 1887.73 2431.01 0.3727

Table 1: Average inter-frame loss ratio of Nexus 5 and iPhone 5S

practical scenarios.
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Figure 9: SER vs. Frequency in CIE Lab color space

Figs. 9(a) and 9(b) show the observed SER for Nexus
5 and iPhone 5S respectively. Here, the SER is the frac-
tion of symbols that incorrectly demodulated by the
receiver. We observe that for both the smartphones,
as we increase the symbol frequency the SER increases
for higher CSK schemes (i.e. 16 and 32 CSK). This is
because with higher symbol frequency, the size of the
symbol (width of the band) decreases. This increases
the inter-symbol interference as it becomes more and
more di�cult to distinguish symbols with fewer pixels
of true representation of the colors. It is also observed
that the SER in lower CSK schemes (i.e. 4 and 8 CSK)
is close to 0, which means that both the camera de-
vices can accurately distinguish (4 or 8) colors even at
a very high symbol frequency. This means that lower
CSK modulation schemes can be used in the applica-
tions where reliable LED-to-camera communication is
desirable.

It is also observed from Fig. 9 that iPhone 5S achieves
a lower SER compared to the Nexus 5 smartphone. This
can be purely attributed to how well a camera sensor
captures the true color emitted by the LED. We observe
that iPhone 5S better captures the true color, allowing
the receiver to better distinguish the symbols.

Throughput and Goodput: We now evaluate the
throughput and goodput that is achievable through ColorBars
system. Similar to the SER results, we vary the CSK
modulation and symbol frequency to investigate their
impact on throughput and goodput, with automatic
camera settings of exposure time and ISO. It should also
be noted that currently ColorBarstransmitter sends out

5 calibration packets per second. The overhead of the
calibration packet is observed to be negligible due to
very small size of the packets (e.g. less than 50 symbols
for 32 CSK).
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(b) iPhone 5S

Figure 10: Throughput of di�erent CSK modulations
and symbol frequency

Figs. 10(a) and 10(b) show the raw achievable through-
put data rate by the Nexus 5 and iPhone 5S respec-
tively. For the calculation of raw throughput, we do
not perform any error correction at the receiver but
simply measure the number of symbols received exclud-
ing the illumination symbols of white light. We can
observe that the throughput increases with increase in
the symbol frequency as expected. Similarly, in the ab-
sence of any error correction, higher CSK modulation
schemes achieve higher throughput. The maximum ob-
served throughput with 32 CSK and 4KHz symbol fre-
quency is over 11 Kbps and 9 Kbps for Nexus 5 and
iPhone 5S respectively.

The reason why iPhone 5S achieves lower through-
put compared to Nexus 5 is because the throughput de-
pends on two factors - SER and inter-frame loss ratio.
Even though iPhone 5S has lower SER, its inter-frame
loss ratio is much higher (Table 1) in comparison with
Nexus 5. This means that more number of transmit-
ted symbols are lost for the iPhone, resulting in overall
throughput reduction.

Figs. 11(a) and 11(b) show the observed goodput for
Nexus 5 and iPhone 5S respectively. For the goodput
measurement, we perform the RS error correction on
the receiver and measure only the correctly received or
recovered symbols. Di�erent from throughput, in the
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Figure 11: Goodput of di�erent CSK modulations and
symbol frequency

case of goodput, we observe that higher CSK modu-
lation does not always increase the goodput. This is
because at higher CSK modulation, such as 32 CSK,
the higher value of SER starts to decrease the goodput.
The maximum observed goodput of approximately 5.2
Kbps and 2.5 Kbps occur at 16 CSK with 4 KHz symbol
rate for both Nexus 5 and iPhone 5S respectively.

The lower goodput of iPhone is attributed to its higher
inter-frame loss ratio. For the higher inter-frame loss ra-
tio of 0.37 for iPhone, the transmitter has to apply to
RS encoding accordingly which increases the encoding
overhead (more number of parity bits). This shows that
in practice, where a singleColorBarstransmitter has to
support di�erent smartphones, the achievable goodput
remains bounded by the the slowest (highest inter-frame
loss ratio) smartphone that needs to be supported as a
receiver.

9. RELATED WORK
LED-to-camera communication has been recently stud-

ied in [1,2, 18,19]. In [18], authors proposed the use of
undersampled OOK (one symbol per frame) in order to
ensure reliable data delivery even in highly noisy envi-
ronment. The use of OOK was also explored in terms of
rolling shutter cameras in [19] where the use of shorter
symbol duration was proposed. Compared to CSK,
OOK su�ers severe noise due to ambient light. Also,
undersampled OOK can result in 
ickering e�ect due
to very slow symbol rate. In a recent work [1], authors
proposed the use of FSK and addresses various issues
such unsynchronization, inter-frame gap loss etc. Simi-
larly, [2] proposed to use FSK for non-LOS communica-
tions. In both works, the achievable throughput in this
case is also shown to be no more than 12 bytes per sec-
ond. Compared to this, ColorBarsuses CSK modulation
which reduces the symbol duration and in turn increases
the data rate. CSK has been the focus of research in

some recent papers [10, 11] and also used in the IEEE
802.15.7 standard [4]. Di�erent from these, ColorBars
utilizes rolling shutter cameras as the receivers which
introduces many novel challenges. A recent work [20]
has proposed to use RGB LED and CSK for data com-
munication with mobile phones, however, it does not
utilize the rolling shutter scheme of CMOS cameras or
address the issue of color 
icker.

In another set of research works, screen-to-camera
communication has been studied in [21], [22], [23], [24].
Authors in [21] proposed visual-MIMO for enabling com-
munication between pixels of LCD/LED arrays and cam-
eras. Authors in [22] proposed to use blur-adaptive
OFDM coding to encode the data in the pixels of LCD
display. [23] is designed to achieve communication be-
tween smartphone screen and camera using 2-D color
barcodes. The limited throughput of previous schemes
were improved by LightSync [24] using the transmit-
ter and receiver frame synchronization. In recent work
[25, 26], the screen-to-camera communication is shown
to be feasible in parallel with screen-human viewing.
Many design challenges introduced by LED-to-camera
are di�erent from that in screen-to-camera communi-
cation. As an example,ColorBarsrequires the LED to
provides white illumination while enabling the commu-
nication. Rolling shutter cameras have also been used in
visible light localization in [27] and [28] where a camera
can receive beacons from multiple LEDs and localize
itself using angle or arrival calculation. Compared to
these, the primary focus ofColorBarsis to provide high
data rate and reliable communication in LED-to-camera
links.

10. DISCUSSION AND CONCLUSIONS
In this work, we presented ColorBars, an LED-to-

camera communication system that leverages tri-LED's
ability to provide a variety of colors as a way to modu-
late information which can be received by rolling-shutter
cameras. We identi�ed three challenges - (1) color 
icker
(2) inter-frame data loss and (3) receiver diversity - and
addressed them in the design ofColorBars. Our testbed-
based evaluation showed that it can achieve a data rate
of 5:2 Kbps on Nexus 5 and 2:5 Kbps on iPhone 5S
devices. We also show that whenColorBarsuses lower
CSK modulation, extremely low symbol error rate can
be guaranteed for a reliable communication.

There are many open challenges which provide the
directions for our future work. First, the LEDs uti-
lized in our experiments provide low lumens, requiring
the phone camera to be in close proximity while com-
municating. We plan to extend our work to utilize an
array of tri-LEDs to provide high lumens and enable
communication from farther distances. Second, in this
work, we used the CSK constellation as suggested by the
802.15.7 standard, which is not necessarily optimized



for the rolling shutter camera receivers. In the future,
we plan to optimize the CSK constellation design to
minimize the inter-symbol interference.
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